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Abstract. Computer-Aided Manufacturing (CAM) is an iterative, time-
and resource-intensive process involving high computational costs and
domain expertise. The exponentially large CAM configuration space is a
major hurdle in speeding up the CAM iteration process. Existing meth-
ods fail to capture the complex dependency on CAM parameters. We
address this challenge by proposing a new element for the engineer’s
design workflow based on an explainable artificial intelligence method.
Using Neural-Additive Models (NAMs), we create a semi-analytic model
that improves guided search through the configuration space and reduces
convergence time to an optimal CAM parameter set. NAMs allow us to
visualize individual parameter contributions and trivially compute their
sensitivity. We demonstrate the integration of this new element into the
CAM design process of a blade-integrated disk (blisk). By visualizing
the learned parameter contributions, we successfully leverage NAMs to
model the dependency on CAM parameters.

Keywords: Computer-Aided Manufacturing, blisk, interpretable ma-
chine learning, XAI, Neural-Additive Models

1 Introduction

With the advance of modern manufacturing technologies, designing new tech-
nical components becomes increasingly more complex. While planning the ma-
chining process of these components, engineers make extensive use of Computer-
Aided Manufacturing (CAM) systems. Typical CAM-based simulation workflows
consist of multiple subsequent steps, such as (1) tool path calculation; (2) tool
engagement simulation; and (3) cutting force simulation. CAM designers visu-
ally inspect the tool path w.r.t. tool accelerations, trajectory and tool orientation
smoothness, and general machinability of the part and adapt the CAM param-
eters accordingly. However, a typical CAM parameter space consists of around
50 parameters. When testing just 3 independent settings for each parameter,



the total number of configurations to calculate is 3°° =~ 7.2¢23, rendering an
exhaustive search of this configuration space infeasible. A major limiting factor
is the simulation of relevant process variables, such as the cutting force, using
CAM-integrated technology models. Especially, the dexel-based tool engagement
simulation makes the workflow expensive, as it requires high tool path and part
resolutions. Consequently, human intuition plays a significant role in guiding the
exploration. However, the individual steps in the CAM workflow commonly run
for multiple hours on modern computers, and engineers often spend long hours
optimizing CAM parameters by hand and abort once a satisfactory result is
achieved.
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Fig. 1. (Left) Learned parameter importance aq (see Equation for targets toolpath
length (red) and force proxy (blue). The plots reveal that some parameters have negligi-
ble contributions overall, e.g., MaxSideTilt, while BladeOffset and DistBetweenLayers
are influential for both targets. (Right) 3D sketch of a blisk with the toolpath in blue
and the machining tool head in yellow.

In recent years, the success of advanced Machine Learning (ML) techniques,
have been extended from traditional applications, e.g., computer vision and nat-
ural language processing, to new domains, such as physical system [3I823] or
engineering [I7UT926]. We add to this research by introducing a new design step
that can be integrated into the engineer’s workflow, based on NAMs [IIT5], an
explainable artificial intelligence technique. Studying the challenging machine
planning process of blade-integrated disks, or blisks (see Fig. |1 left), we show
that NAMs can assist in the guided search of the CAM parameter space. NAMs
constitute a semi-analytic model of the CAM simulation, due to leveraging mod-
ern auto-differentiation frameworks. The architecture of NAMs allows to easily
visualize the parameter-contributions to the quantity of interest and facilitates
further analyses, such as sensitivity analysis, intuition checks, and insights into
the simulation dynamics. The interpretability features enable engineers to as-
sess the quality of the final model and guide them in their experimentation and
search for optimal CAM parameter settings. Finally, NAMs allow for further au-



tomation and multi-target optimization when turning the quantities of interest
into a corresponding optimization metric.

2 Related Work

Artificial Intelligence (AI) in manufacturing. The study of Al-based meth-
ods to optimize manufacturing processes is not new [22]. Most works are based
on a variety of zero-order optimization routines [I4125127], while artificial neu-
ral networks have received considerably less attention and are focused on path
optimization problems [29].

Interpretable models for tabular data. The parameter dependency of
the CAM simulation can be expressed as tabular data. In practice, tabular data
are often modeled using linear models, such as regressions or discriminant anal-
ysis [I3]. Linear models require hand-engineered features to achieve good per-
formance, making them time-consuming to build. To increase the expressivity
of such models, Generalized Additive Models (GAMs) [9] have been introduced
to model non-linear but still univariate regressions. The non-linear dependencies
are often modeled with tree-based models, such as xgboost [16]. While these
tree-based GAMs are powerful, they are not differentiable, making any analysis
cumbersome. In contrast, NAMs [I] cover the full expressivity of GAMs while
also being fully differentiable. This allows for different types of analyses and op-
timizations. Moreover, NAMs, being neural network-based algorithms, benefit
from modern accelerators, such as Graphics Processing Units (GPUs), due to
their matrix-multiplication parallelism.

3 Neural-Additive Models

NAMs are instances of GAMs [9). This model class uses non-linear univariate
functions to approximate the quantity of interest. Let D = {(x;,y;)}i=1,..N
be a dataset of N samples, with x; € R? denoting the independent variables
and y; € RX the target variable. For a simple regression, K = 1, but we also
investigate multi-target regressions with K > 1, which enables us to re-use
parameters in a multi-target regression. We express the relationship between
dependent and independent variables as
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where ¢4 is a non-linear function, the shape function, of the d-th component of
vector x;, and «g are parameters that are determined numerically. Note that
we normalize the input data using a component-wise shift u; and scale ¢;. The
tilde indicates that this is the approximated value and not the ground truth
value. In the NAM setting, we replace the functions ¢4 with neural networks,
i.e., ¢q(-) = NN[B4](-), where 8, are the trainable parameters of the d-th com-
ponent. To train the NAM, we make use of the mean squared error (MSE)



defined as Lysg = Ex,ep [||gl — yl;i”yHQ} , where we also scale the target vari-
Yy

able for numerical stability. Minimizing Lygsg w.r.t. the family of parameters
{04}a=1,...,p and {aq}d=o,....p results in shape functions that capture the influ-
ence of the input variables onto the target quantity. A generalization of model|]]
to multivariate shapes for higher-order interactions is straight-forward [I5]. This
increases the expressivity of the model but reduces the interpretability due to
higher-dimensional shape functions.

Sensitivity analysis. Using neural networks as shape functions ¢4 makes
model [I] fully differentiable. This allows us to compute and visualize local sensi-
tivity measures defined via the first derivative

(2)

We can define a global sensitivity measure by computing, for instance, the maxi-
mum local sensitivity over a bounded value range. This assumption is acceptable,
as most input parameters in a CAM system have a finite range.

Uncertainty assessment for the shape functions. The interpretability
properties of univariate NAMs offer the added benefit of visualizing the uncer-
tainty of the shape functions. For small- to medium-sized datasets, fitting a NAM
is fast. This allows for several strategies to create uncertainty estimates, e.g.,
bootstrapping [13], ensemble learning [13], Bayesian dropout [11], or randomized
NAM initialization. Independent of the specific choice, any of these methods re-
sults in varying shape functions to assess uncertainty. Using human assessment,
the engineer can determine whether additional experiments are needed.

4 Experiments

4.1 CAM Toolpath Calculation and Force Predictions

For the CAM workflow, we use the MODULEWORKS SDK. The toolpath is cal-
culated with the MULTIBLADE component, while the engagement simulation
utilizes the CUTSIM component. Simulations can be done using mesh-based [12]
or dexel-based approaches, such as tri-dexel models [4] used here. Compared
to mesh-based methods, memory consumption grows moderately with growing
complexity of the mechanical part. However, due to its discrete representation,
the dexel-method misses features smaller than the dexel distance and requires
an increased dexel resolution. To save computational costs, a buffered-cuts sim-
ulation approach is used. Therefore, the tool movement over several steps is
summed up before updating the in-process workpiece (IPW) by intersecting the
swept volume of the tool and the old IPW.

To calculate forces on the tool, the cutter-workpiece engagement (CWE) is
required in combination with a mechanistic cutting force model [2[6/7]. We follow
a strategy based on a detailed 3D tool shape model [6]. However, accurate force
estimates are at odds with the buffering, as fine-grained geometry updates are
needed. This makes the computation slow.
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Fig. 2. Shape functions of the learned NAMs for both targets (top: force proxy, bot-
tom: toolpath length). Shapes for the force proxy show almost linear correspondence,
while the shapes for the toolpath length are non-linear. NAMs are clearly capable of
simultaneously learning both simple and complex correlations. The uncertainty bands
are derived from ensemble learning and correspond to 1o standard deviation for shape
functions and sensitivity. Please note the differences in scale for the different curves.
The black stripes mark individual feature values in the dataset to indicate the density
of data values.

4.2 Dataset Generation and NAM Training

To generate the dataset, we use Docker [21] to containerize the MODULEWORKS
SDK. Alternatively, the CAM simulator can also be accessed via an internet-
based API endpoint. Either setup allows abstracting the underlying operating
system and running jobs on any hardware. We use Kubernetes [20] to orchestrate
the workflow and automate it using Flyte [I0] in conjunction with a Hydra
entrypoint [28].

With this setup, we simulate the blisk toolpath using a set of initial pa-
rameters. We parallelize the dataset simulation by horizontally scaling the en-
vironment. For each simulation, we record the complete trajectory of the path,
including the tool immersion angles, slices, and so forth. We are interested in
minimizing the average absolute force between the tool and the workpiece during
the cutting process over all points on the toolpath. Since we do not have access
to the exact force calculation, we use an empirically tested proxy metric based
on the sum of the cut-intersection surface area a; j between the component and

cutting edge of the tool t: F, = 22:1 g fo-

4.3 Experiment Design

Dataset. We ran the CAM workflow for 128 different parameter configurations
sampled uniformly at random. We collect the parameters and the corresponding
target metrics as rows in our tabular dataset. The data consists of 8 independent
parameters and 2 target metrics. We randomly split the dataset into a training



(80%), a validation (10%), and a test (10%) dataset. To fit the NAM, we normal-
ize the target metrics to be mean-centered and to have a unit standard deviation
and the input variables to lie within the [0, 1] range. To estimate the shift and
scale values, we use the training set to avoid leakage of the test set.

Models and training. The NAMs are implemented with PyTorch [24] and
use multi-target regression with K = 2 to model both metrics simultaneously.
The networks are trained using mini-batch gradient descent using the AdamW
optimizer [I8]. Furthermore, we perform hyperparameter optimization using a
Tree-structured Parzen Estimator [5] to maximize the R2 scores [I3] of the
model. We train 256 different models for both targets, force proxy and tool-
path length and rank models based on their R2 scores. The best ones predict
the normalized targets with a mean absolute error (MAE) [I3] of 0.24 and 0.13,
respectively.

4.4 Discussion

We demonstrate the usefulness of the NAMs in Fig. [I] where we show the im-
portance of each CAM parameter on the different target quantities. As can be
seen clearly, different parameters influence the quantities of interest differently.
For instance, the tool diameter has a more significant impact on the force due
to increased surface area but has a vanishing impact on the path length due to
a constant layer distance.Examples of the shape functions underlying the mod-
els are depicted in Fig. [2| We show the mean of the shape in blue with the 1o
standard deviation depicted by the shaded area and computed over the best ten
runs. The sensitivity in red is computed per individual run, then averaged. Here
the shaded region shows 1o standard deviation as the error propagation makes
the signal noisy. We can see the different influences of the parameters on the
final target metrics due to the different shape functions. At the same time, the
sensitivity dependence is similar in shape but not magnitude.

5 Conclusion

The application of interpretable Al models to manufacturing processes enables
new insights during the design process. We showed that by using NAMs, we can
understand detailed parameter influences of a CAM design system, which subse-
quently can be used for guided design exploration, uncertainty assessments, and
sensitivity analyses. We demonstrated the power of NAMs using a blisk design
and showed how we can predict toolpath length and tool force simultaneously
while also extracting the sensitivities of the metrics w.r.t. these parameters using
the differentiable nature of neural networks.

We also highlight that the method is use-case agnostic and can be applied to
all industrial applications that leverage CAM to improve the manufacturing pro-
cess. We hypothesize that it will speed up the design process by enabling power
users and users with limited domain knowledge to better and faster understand
the simulation tools and their input settings.



Future work will extend the NAM framework to include higher-order in-
teractions and investigate the use of uncertainty metrics for automated design
optimization using Bayesian learning techniques. Moreover, we are interested in
the automation and integration of such tools into the engineering design process.
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